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ABSTRACT
The security field relies on user studies, often including survey
questions, to query end users’ general security behavior and ex-
periences, or hypothetical responses to new messages or tools.
Self-report data has many benefits – ease of collection, control,
and depth of understanding – but also many well-known biases
stemming from people’s difficulty remembering prior events or
predicting how they might behave, as well as their tendency to
shape their answers to a perceived audience. Prior work in fields
like public health has focused on measuring these biases and devel-
oping effective mitigations; however, there is limited evidence as
to whether and how these biases and mitigations apply specifically
in a computer-security context. In this work, we systematically
compare real-world measurement data to survey results, focusing
on an exemplar, well-studied security behavior: software updat-
ing. We align field measurements about specific software updates
(n=517,932) with survey results in which participants respond to the
update messages that were used when those versions were released
(n=2,092). This allows us to examine differences in self-reported
and observed update speeds, as well as examining self-reported re-
sponses to particular message features that may correlate with these
results. The results indicate that for the most part, self-reported
data varies consistently and systematically with measured data.
However, this systematic relationship breaks down when survey
respondents are required to notice and act on minor details of ex-
perimental manipulations. Our results suggest that many insights
from self-report security data can, when used with care, translate
to real-world environments; however, insights about specific vari-
ations in message texts or other details may be more difficult to
assess with surveys.
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1 INTRODUCTION
The security of computer systems often depends on choices made
by human users, who may make mistakes or prioritize other needs
and preferences. One solution is to limit the burden on users by
removing them from the security loop, but this is not always possi-
ble or preferable [14]. Where humans remain involved, research in
usable security often aims to make it easier for non-expert users
to understand security protections and apply them effectively, in
part by understanding how and why users make security-relevant
decisions.

Typically, researchers attempt to achieve this understanding
either via user studies (e.g., surveys and lab studies) or via field
measurements on real-world data. Both approaches have strengths
and limitations. Field studies can be difficult or expensive to con-
duct and are usually observational in nature, making it difficult to
control for all possible confounding factors and to obtain strong
evidence about why users make decisions. User studies, in contrast,
offer more control, and potentially deeper insights, but have less
ecological validity. As such, results from user studies, although
valuable, have not always translated to the real world: Fahl et al.
found that password creation studies only somewhat reflect users’
actual choices [16], and researchers from Google found that the
best TLS warning messages identified by surveys did not always
pan out in A/B field tests [2].

There are a number of possible reasons for such discrepancies,
including: (1) despite the best efforts of the research teams, the
user studies may not have been designed most optimally to elicit
accurate reports; (2) the user studies may have not been conducted
with a sample that effectively represents the actual user population;
(3) people may not know themselves well enough to accurately
report on their in-the-wild behavior; or (4) the environment of user
studies may simply not be effective for answering certain types of
questions.

Other fields face similar challenges. For example, public health
researchers who wish to measure and understand risky behaviors —
e.g., heavy drinking, unprotected sex, smoking — often use surveys
to measure the frequency of these behaviors and identify correlated
factors to target with interventions [31, 35]. To enable good out-
comes from these surveys, survey methodology researchers have
painstakingly investigated how different survey designs and sam-
ples affect responses, and how these responses reflect real-world
behavior [8, 18, 29, 32, 33, 64]. They discovered that cognitive bi-
ases, such as difficulty predicting behavior for hypothetical future
situations, or reluctance to report socially undesirable practices,
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affect survey results [31, 49]. To compensate for these biases, re-
searchers developed new methods and best practices that can be
used to obtain more accurate measurements [10, 29, 64].

It is not clear whether these compensatory approaches will trans-
late to the digital security and privacy domain. For example, best
practices fromwarning design literature did not automatically trans-
late to better security-warning comprehension [17]. Prior work
comparing survey samples also suggests that using online samples
to ask questions about online security and privacy has unique biases
that must be accounted for [27, 53]. Research is therefore needed to
understand how user study data deviates from real-world observa-
tions, in order to understand how to best mitigate and correct these
biases. So far there is unfortunately little such work comparing user
study results to the real world [2, 16, 39].

Our work takes an important step toward more thoroughly mea-
suring biases between digital security surveys and real-world secu-
rity practices. To do so, we focus on one exemplar, well-studied [4,
11, 13, 15, 21, 23, 25, 36–38, 40, 41, 43, 46, 54, 56, 59, 62, 66–68, 71] secu-
rity behavior for which significant measurement data is available:
software updating. We compare the results of a systematic mea-
surement (n=517,932) of user behavior in response to 11 different
software updating messages, collected using the WINE system [12],
to responses to a survey asking respondents to self-report their
intended behavior and reasoning for updating in response to the
same messages. To better understand self-report biases and sample
source effects, we tested two different framings for our survey ques-
tions and collected responses from two different sources (n=2,092:
1,751 responses from Amazon Mechanical Turk and 455 from a
demographically census-representative web-panel sample of U.S.
internet users).

Our ultimate goal is to examine whether insights about our ex-
emplar security behavior (software updating) derived from survey
data match well with real-world results, and whether any deviation
we observe is sufficiently systematic to be corrected in a straightfor-
ward manner. To this end, we quantify differences in reported and
measured patching delay in response to the same update messages.
We also examine whether features previously identified by prior
work as important to update decisions — text of update message,
length of update message, prior negative experiences with updates,
and whether a restart is required — produce similar effects in both
the survey and measurement data.

For the most part, we observe systematic, consistent differences
between the measurement results and the survey results. For speed
of updating, survey respondents tend to report faster update speeds
than we observe in reality, and survey framing matters: respondents
asked to make a recommendation to a friend advised updating
immediately, respondents reporting on their own behavior said they
would update within one week, and measurement data indicates
that in reality most users updated within a few weeks.

We also observe systematic and consistent differences in the
effect of high-level, user-specific factors – such as typical behavior
and perception of risk – identified in prior work. For example, in
both survey and measurement data, past tendency to update is sig-
nificantly correlated with speed of applying a new update; however,
survey data shows a medium effect size, while measurement data
shows only a small effect.

However, we find no such systematic relationship for factors
that require careful reading of update messages, such as the length
of update message or whether they mention needing to restart. This
may reflect that respondents are not reading carefully, or that they
are not accurately assessing which features drive their real-world
decisions.

Overall, our results suggest that some well-known concepts
from survey methodology — systematic over-reporting of socially
desirable behaviors and larger-than-reality effect sizes — also apply
well in the security and privacy context. However, our findings
that survey questions about specific message features may not
work well and that demographically representative sample sourcing
does not improve results, seem fairly specific to this context (and
complement prior security-specific work [17, 53]). We conclude
that certain kinds of survey self-report biases can be effectively
corrected, but that for assessing detailed concepts like the specifics
of messages, other approaches may be needed.

2 RELATEDWORK
Here, we summarize prior work on user study biases in studies of
security, as well as studies of other topics; we also briefly review
the plethora of prior work on software updating behavior.

2.1 Evaluating Security User Studies
Real-World Behavior. A limited set of prior work compared real-
world data to security user studies [16, 39]. Fahl et al. examined
password-creation studies by comparing sets of passwords collected
in an online and a laboratory study with real passwords belonging
to the same participants for the same kind of services [16]. They
found that 46% percent of participants produced data that matched
the real-world. Removing participants who self-reported that they
did not behave normally further improved results. Mazurek et al.
also found that passwords created in online studies could serve
as a reasonable proxy for real-world passwords created in similar
conditions [39]. Both of these password validity studies involved
laboratory-style methods, rather than surveys. Sotirakopoulos et al.
compared survey responses on SSL warnings to laboratory observa-
tions, finding significant differences in results [60], while Akhawe
et al. compare Sotirakopoulos et al.’s lab-study findings to the re-
sults of a field study, identifying significant differences [2]. Our
work answers multiple open questions raised by these studies: ex-
ploring differences between survey and real-world observations,
rather than lab observations; examining why response biases may
occur; and examining multiple types of constructs, rather than a
singular behavior such as creating a password or clicking through
a warning.

Survey Framing. Additionally, prior work in security has ex-
amined the effect of role playing – asking the participant to imagine
their own response vs. asking them to imagine someone else’s re-
sponse – on survey response, finding that role playing significantly
alters survey results [3, 57]. However, neither of these prior stud-
ies was able to compare with “ground-truth” data of real-world
behavior, thus limiting their ability to draw firm conclusions about
accuracy differences based on framing; we address this in our work.

Survey Sample. Finally, three security and privacy studies have
compared the results obtained by administering the same survey to
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different samples [27, 53, 58]. The results of these comparisons sug-
gest that MTurkers may express stronger privacy beliefs and more
frequent reports of privacy or internet behaviors. More broadly,
Redmiles et al. find that results from a crowdsourced sample are
most accurate when considering younger and more educated users,
but a demographically diverse web panel performed better for older
and less educated users [53]. These prior studies, which focus on
very general reports of behavior, do not examine factors that may be
correlated with behavior or compare against any ground-truth mea-
surement of behavior. In our work, we address these gaps, finding
that the samples are relatively comparable, albeit with a difference
in update frequencies and replicate similar tech-savviness effects.

2.2 Survey Bias Analysis in Other Fields
Prior work in survey methodology has explored reporting accuracy
primarily for “sensitive questions” [51, 63, 64]. Sensitive questions
typically ask about topics that are expected to be subject to so-
cial desirability biases, which lead respondents to answer as they
think they should, rather than providing a truthful answer. Prior
work in survey methodology has examined the effect of mode
(telephone, mail, vs. web survey), sample (census-representative,
crowdsourced, etc.), and survey design (different ways of framing
survey questions, different interviewer demographics, etc.) on sen-
sitive behavior reporting for school performance, crime, alcoholism,
and smoking [8, 18, 29, 32, 33, 64].

These studies and a multitude of similar work led to the develop-
ment of methodologies for more accurate measurements including
the development of computer-assisted telephone interviewing sys-
tems, in which telephone survey respondents are transferred to
an automated service to answer sensitive questions and list exper-
iments, in which participants tally up a set of behaviors without
explicitly designating which behaviors they do, and behavior preva-
lence is stastically imputed [10].

2.3 Prior Work on Updating Behavior
A large body of prior work has used measurement [4, 11, 13, 21, 41,
43, 54, 56, 59, 71] and user study approaches [15, 23, 25, 36–38, 40,
46, 62, 66–68] to measure and understand user’s speed in updating
their systems or software.

These works have identified a number of factors that may be
related to updating speed, which we summarize here.

Risks. Negative experiences have been shown in self report
work to drive users to not install manual updates or turn off auto-
updating [36,67]. Prior self report work suggests that these negative
experiences – with crashing, undesired features, etc. – inform an
overall user perception of update risk, which is highly related to
update decision-making. The effect of prior negative experiences
has not been evaluated in measurement data, to our knowledge [38].

Costs. Gkantsidis et al. find in their measurement study that
larger patches (those with greater filesize) are deployed more slowly
[21], perhaps due to slowness of download for users. Relatedly,
Mathur et al. find from a user study that “costs” such the “time
it takes to install the update, whether a restart is required, and
required space on disk” are related to users reporting not wanting
to install updates, and note that these costs appear to be one of the
main three reasons for update speed [38].

Message & Application Factors. Prior self-report work finds
that users report choosing to update, or prioritizing certain updates,
for a number of reasons, including because the update was about
security [37, 66], the update was marked as critical [15, 23], was for
an application they perceived as important [37,66] or from a vendor
that they trusted [62]. Further, they report choosing not to update
due to lack of understanding of the application that needs updating,
and the introduction of undesirable features [67]. Measurement
findings differ from these self-report results, however. Sarabi et al.’s
measurement data analysis suggests that users’ updating behavior
can be summarized using a single-parameter geometric distribution
and that updating speed does not depend on the type of improve-
ments in new releases [56].

GeneralUserTendencies. Finally, priorwork using self-reports
to measure updating behavior suggests that users may follow be-
havioral patterns, anchoring to their past behavior [25, 40, 46, 68];
this is a common phenomena shown also in psychological litera-
ture [61] and in observations of updating [56] and other security
behaviors [50].

To maximize comparability with prior work, we draw our mea-
surement data from Symantec WINE [12] , a measurement system
that actively monitors users’ behavior, and which has been used in
multiple prior studies of updating behavior [43, 56].We collect our
own survey data as no datasets with sufficient data to appropriately
match the measurement data were available; to ensure compara-
bility and generalizability we draw from survey questions used in
prior work to develop our questionnaire.

3 RESEARCH QUESTIONS AND DATA
SOURCES

To understand biases in self report data about digital security behav-
ior, we conduct an in-depth comparison of empirical observations
of host-machine updating behavior collected using the WINE sys-
tem [12] (n=517,932) to survey data eliciting self-report responses
(n=2,092) to the same update messages.

In particular, we address the following research questions:

RQ1: How well do self-reported security-behavioral intentions
correlate with observed field data?

RQ2: How does framing the question in terms of the respondent’s
own behavior, as compared to behavior recommended for a
friend, affect this correlation?

RQ3: How does sample source (i.e., demographic representative-
ness) affect these correlations?

RQ4: How does the correlation between self-reports and measure-
ment data differ for research questions relating to general
perceptions and behaviors, as compared to research ques-
tions related to the update messages, which require respon-
dents to carefully read specific, displayed information?

In this section, we connect these research questions to our data
sources: the update messages for which we analyze behavioral and
self-reported responses, the field measurement data we obtained,
and the survey data we collected.
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(a) Update message for Flash Player
10.0.45.2, which mentions only security
and explicitly states that it does not re-
quire a restart.

(b) Update message for Flash Player
10.1.53.64, which mentions features and
security and explicitly states that it does
not require a restart.

(c) Update message for Firefox
8.0.1.4341, which states that a restart
is required to install the update, and
mentions both stability and security.

Figure 1: Examples of Update Messages

3.1 Update Messages
In order to compare the measurement and survey data, we want to
contrast self-reported responses to a given update message to ob-
served behavior when encountering the same message. To this end,
we needed to find images for update messages in our field data.(See
details of measurement data in Section 3.2 below.) Because neither
our measurement dataset nor application release notes archive the
images that were displayed to users when various updates became
available, we instead searched for update messages by perform-
ing Google image searches and asking IT staff at two universities
for any saved screenshots related to updates. In the end, we were
able to obtain 11 messages for which we had patching records in
our measurement dataset: six Adobe Flash messages, one Firefox

message, two Adobe Reader messages, and two Opera messages.
All messages were for updates released between 2009 and 2012
(in Section 5 we evaluate and discuss potential time confounds).
Figure 1 shows three messages; Appendix B shows the remainder.

3.2 Measurement Data
We use patch deployment data sets from the Worldwide Intelli-
gence Network Environment (WINE) [12], a platform for accessing
Symantec field data for cybersecurity. WINE collects data from
machines that have installed home (as opposed to corporate) ver-
sions of Symantec security products, and is designed to ensure that
the available data is a representative sample of data collected by
Symantec [12]. Symantec makes measurement data collected using
WINE from 2008 to 2014 available to researchers.

Our dataset includes records of the timestamp when specific files
first appear on a given machine. We use data from Nappa et al. [43]
to map software version updates to specific file hashes, allowing
us to identify when a particular software patch was installed. We
can therefore calculate updating speed as the time interval between
patch release time and installation time, for a given patch version
and machine.

We also use WINE log data to measure features of individual
hosts, such as their history of update responses, history of crashes
for particular applications and for the entire system, and whether
or not specific applications are installed.

Sampling Measurement Data. To obtain an appropriate subset
of the measurement data, we selected only hosts for which we have
a record that one of the 11 update versions we target was eventually
installed. We then remove any machines whose local time is visibly
incorrect: in particular, where the patch time is one day or more
earlier than the actual patch release date. We retain only U.S. users,
for ease of survey sample matching and reliability to findings from
prior self-report work (nearly all of which were conducted with
U.S. respondents).

Finally, we note that one machine can have multiple records
in the data, if more than one of our eleven targeted updates was
applied on the same machine. These repeated measures would
complicate statistical analysis, particularly because we only have
multiple records for a minority of hosts, so it would be difficult to
account for them using standard methods. Instead, we randomly
select only one of the available records for each host where multiple
events were available. This random selection is performed last, after
all other filtering steps, which selects 517,932 out of 730,270 update
events that correspond to our 11 messages.

3.3 Survey Data
To compare with the measurement data, we collected self-report
data about users’ intended updating behavior using a between-
subjects survey. Each survey began by showing the respondent
exactly one of our 11 update messages; respondents were only
shown update messages for an application which they reported
either using or having on their device within the past 5 years.
Section 5 provides more details on the demographic comparability
of the survey and measurement samples.
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The respondent then answered questions about how quickly they
would apply the indicated update (RQ1) and then the reasoning
behind their decision (RQ4). Appendix A shows the questionnaire.

Framing (RQ2). RQ2 addresses one possible source of potential
discrepancy between survey results and real-world phenomena:
social-desirability bias – which from respondents’ beliefs about the
proper or expected answers to survey questions – and personaliza-
tion biases that arise from respondents’ having difficulty accurately
assessing their own behavior [19]. To investigate this, respondents
were randomly assigned to one of two framing conditions: self,
where they answer questions about their own intended behavior, or
friend, in which they answer questions about what behavior they
would suggest to a friend.

To measure self-reported updating speed, self respondents were
told to “Imagine that you see the message below appear on your
computer,” and the update message image was displayed. They were
then asked (on the same survey page) whether they would intend
to update this application, with the following answer choices: “Yes,
the first time I saw this message,” ”Yes, within a week of seeing this
message,” ”Yes, within a few weeks of seeing this message,” ”Yes,
within a few months of seeing this message,” ”No,” and ”I don’t
know.”

In contrast, friend respondents were told to“Imagine that a friend
or relative sees the message below on their computer and asks you
for advice,” and the update message image was displayed. These
respondents were then asked (on the same survey page) how soon,
if at all, they would recommend that their friend updated their
application.

We hypothesized that asking about friends would provide re-
spondents with a more neutral, less personal scenario. Asking
about friends is a well-known tactic in behavioral economics and
survey methodology for obtaining such normative judgements,
and has previously been applied in human-centered security re-
search [7, 19, 28, 44].

Recruitment (RQ3). To address RQ3, we collected responses to
our survey using two sampling platforms: Amazon Mechanical
Turk (MTurk) and Survey Sampling International (SSI).

Respondents from MTurk were invited to take a survey about
online behavior, and were paid $0.50 for completing the brief (<5
min) survey. MTurk is known to produce demographically biased
survey samples [26, 47, 55]; however, it is the most commonly used
sampling platform in security research. In line with findings from
prior work about response validity, we recruited only Turkers with
95% approval ratings [48].

Respondents recruited through SSI were sampled such that the
demographic makeup of the respondent pool closely matched the
demographics of the U.S. with regard to age, education, gender,
race, and income (demographics for our SSI sample are shown in
Appendix C). Such census-representative samples are expected to
provide results more generalizable to the U.S. population [9]. SSI
respondents took an identical survey to that shown to the MTurk
respondents and were paid according to their agreement with SSI
(compensation often takes the form of charity donations, airline
miles, or cash).

We obtain a final survey sample of 2,092 respondents who use
antivirus software andWindows computers (we refer to this dataset
as the “full” survey dataset), which consists of 1,751 from Amazon
Mechanical Turk (the MTurk dataset) and 455 from SSI (the SSI
dataset).

Validity. To ensure that our survey was representative of surveys
in the field, we drew our survey questions from prior work related
to software updates [25, 37, 65, 66, 68], in some cases with slight
modifications to specific questions. As described below, we selected
and modified these pre-existing questions as needed to most closely
match measurements available in the WINE data.

To maximize construct validity and ensure that our survey was
easy for respondents to interpret, we conducted six cognitive inter-
views [49, 69] with a demographically diverse set of respondents.
In these interviews we asked respondents to “think aloud” as they
answered the survey questions and probed them on areas of uncer-
tainty. We updated the survey after each interview and continued
conducting interviews until areas of uncertainty stopped emerging.

4 EXPERIMENTAL APPROACH
Using the datasets described above, we developed experimental
approaches to answer each of our research questions.

For all analyses, we use the updating speed measurement data
and the main updating speed survey question defined in Section 3.3
above. We exclude any respondents who report that they would
not install an update (n=138 in MTurk, n=64 in SSI) or that they do
not know (n=45 in MTurk; n=19 in SSI), because we are unable to
identify a parallel population in the measurement data.

Throughout our analysis, we apply Holm-Bonferroni correction
as appropriate to account for multiple-testing effects [24].

4.1 RQ1–3: Comparing measurement and
survey data

Our primary goal, encapsulated in RQ1, was to understand howwell
self-reported survey data can proxy for field measurements when
considering users’ security behavior. More specifically, we wanted
to know whether, even if self-report data is not entirely accurate,
it deviates systematically enough that it can still provide a useful
understanding of end-user behavior. In the process, we compare
across framing conditions (RQ2) and across sample sources (RQ3).

The answers to this updating speed question are thus treated as
a 4-point Likert measurement. To align the survey answer choices
with the measurement data we bin the measurement results to
match the Likert responses: as soon as I see the message is equiv-
alent to updating within 3 days, within a week is equivalent to
updating between 3 and 7 days after the patch appears, within a
few weeks is equivalent to updating between 7 and 30 days, and
within a few months is equivalent to patching in 31 days or more.

To compare the update speeds observed in the measurement
data and reported in the survey data, we use aX 2 proportion tests –
which are robust to sample size differences – to compare updating
speeds in the measurement and survey data, both over the full sur-
vey dataset and both conditions (RQ1), the full dataset by condition
(RQ2), and by sample (RQ3). For the per condition and per sample
comparisons, if the omnibus (e.g., friend vs. self vs. measurement) is
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found to be significant, we conduct planned pair-wise comparisons:
RQ2: friend vs. measurement and self vs. measurement on the full
dataset; RQ3: MTurk vs. measurement and SSI vs. measurement,
and a replication of the RQ2 analysis on the separated MTurk and
SSI datasets, respectively.

4.2 RQ4: Comparing Question Types via
Factors That Affect Updating

RQ4 investigates how the relation between self-report and mea-
surement data is affected by the type of construct being mea-
sured.Within our exemplar context of software updates, we identi-
fied two types of constructs: general constructs, such as how often
the respondent typically updates, or how often the respondent’s
computer typically crashes, and detailed constructs, such as self-
reporting in the presence of a subtle experimental manipulation,
such as the differences in the text of the update messages we tested.

For this investigation, we examine features that have been found
in prior work to be relevant to update speeds and decision-making,
and that were obtainable in our datasets:

• the application being updated;
• the cost of installing the update, in terms of whether it re-
quires a restart;

• whether the update mentions only security (as opposed to
other features) 1;

• the length of the message;
• the risk associated with the update, typically informed by
the user’s prior negative experiences with updating and
stability;

• and the user’s prior history of updating speed, which we
refer to as tendency to update.

Table 1 summarizes how we instantiate these factors in each
dataset, as well as which related work supports their inclusion.

The first several features — application being updated, whether a
restart is required, whether security is the only feature mentioned,
and message length — are determined by the update message under
consideration. Table 2 summarizes the update messages we col-
lected according to these features. Messages were considered to be
security-only if they mentioned that the patch addressed security
issues and made no mention of features or stability. For example,
Figure 1a shows a security-only message, while the message in
Figure 1b mentions both security and features. Message “cost” was
characterized bywhether themessagementioned requiring a restart
(e.g., Figure 1a states that it requires no restart, while Figure 1c
states that a restart is required). If restart is not mentioned in the
message, then we consider it as “not required” since users are likely
unaware of restart. Finally, message length was characterized as
the number of words in the message.

We consider the first four features to be “detailed constructs,” es-
pecially security only, restart, and the length of the message, which
require respondents to be paying close attention to the displayed
messages. The last two features: risk informed by prior experiences
and general tendency to update, are “general constructs.”

1All of the messages we collected mentioned security, thus we compare the effect of
mentioning only security to mentioning both security and other enhancements, as
prior work suggests that user may be wary of additional enhancements [66].

In order to isolate the effects of the detailed constructs as much
as possible we identified sets of messages to compare:

• Application effects: we use the full dataset to compare effects
among the four applications

• Cost effects: we compared the two Adobe Reader messages to
each other, as one message mentioned a restart requirement
and the other did not. (This is the only pair of messages
with this within-application variation). The Reader messages
were otherwise quite similar (same description of security
and stability enhancements, same application), although the
number of words in the messages did vary.

• Effect of message mentioning only security: we compared
the six Flash messages to each other. Two of the six messages
mention only security, while the other messages mention
additional enhancements. Additionally, one of the security
messages is the same length as a message that mentions
security and features, allowing us to include message length
in our model and control for this factor. All mention that
you do not need to restart.

• Message length: we also use the Flash messages, as they have
the largest variation in length and are similar on all other
features, as just described.

The remaining features — update risk and tendency to update —
are user-specific, and thus were inferred from measurement results
and survey responses. For these two features, we compare messages
within applications, to control for potential application effects, and
between applications, to control for covariance with other features.

Inferring Features from Measurement Data.
Risk Metrics. We characterize update risk in terms of a user’s
prior experience with overall stability, as well as specifically how
updates affect stability. To measure this in the measurement data,
we use WINE’s binary stability dataset, which records both system
crashes and application crash/hang events.

We define four risk metrics:
• Average weekly frequency of system crashes and hangs dur-
ing the year before the user installs the target patch.

• Averageweekly frequency of crashes and hangs for the target
application during the year before the user installs the target
patch.

• Average change in the number of system crashes and hangs
between the week before and the week after a new patch was
installed. Averaged over all updates of the target application
installed in the year prior to installing the target patch. If the
average is positive, we consider this an increase in system
crashes post-update.

• Average change in the number of crashes and hangs between
the week before and the week after a new patch was installed.
Averaged over all updates of the target application installed
in the year prior to installing the targeted patch. if the aver-
age is positive, we consider this an increase in application
crashes post-update.

The former two metrics are used to capture the overall crash ten-
dency of the system or application, while the latter two are used to
capture the user’s past negative experience in system/application
crashes when they update the applications.
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Feature Measurement Survey Prior Work

D
et
ai
le
d
Co

ns
tr
uc
ts

Application Source application. Same as measurement. [37, 38, 62, 66]

Update Cost Whether the update mentions requiring
a restart.

Same as measurement. [38]

Security-Only Message mentions security but not fea-
tures or stability.

Same as measurement. [15, 23, 37, 62]

Message Length Number of words in message. Same as measurement [62]

G
en
er
al
Co

ns
tr
uc
ts

Update Risk Negative experiences characterized by
two different features: average number
of application and system crashes per
week over past one year and the aver-
age change in crashes for the application
and the overall system before and after
the past updates within one year.

Responses to four survey questions
about experiences with application and
system crashes in general and related to
updates of this application.

[22, 37, 38, 67]

Tendency to Update Mean updating speed for prior patches
from the same application.

Responses to the following survey ques-
tion: “In general, how quickly do you
install updates for applications on your
computer or for your computer itself
(e.g., the computer operating system)?”

[54, 56]

Table 1: Summary of the factors considered in our models, how they were operationalized in each dataset, and from what
related work they were drawn.

Version Application Release date Security Only Requires Restart No. of Words Risk Metrics Available

10.0.22.87 Flash 2/24/2009 ✓ 57
10.0.45.2 Flash 2/11/2010 ✓ 57
10.1.53.64 Flash 6/3/2010 48
10.2.152.26 Flash 2/8/2011 55 ✓

10.3.181.14 Flash 5/12/2011 50 ✓

11.0.1.152 Flash 10/4/2011 57 ✓

9.3.2.163 Reader 4/13/2010 ✓ 35
9.5.1.283 Reader 4/10/2012 23 ✓

10.61.3484.0 Opera 8/9/2010 ✓ 80
11.64.1403.0 Opera 5/10/2012 ✓ 80 ✓

8.0.1.4341 Firefox 11/22/2011 ✓ 45 ✓

Table 2: Summary of update messages.

For ease of analysis, we center and normalize the raw crash
counts. This data was only collected starting in 2011. Thus, we are
only able to obtain stability features for the 5 update messages,
30,623 users, as indicated in Table 2.

General Tendency to Update. We define general tendency
to update as the average update speed for all versions of a given
application prior to the targeted update. Let VN be the selected
version, such that {V1,V2, · · · ,VN−1} are the prior versions.D(v,m)

is the speed of updating versionv for machinem. Then the tendency
to update for machinem is calculated as 1

N
∑N
n=1 D(Vn ,m).

Inferring Features from Survey Data. Risk Metrics. To assess
perceived prior negative experience with updating — specifically
around crashing risk — we asked respondents a series of four ques-
tions. The first two were “Over the past year, how frequently do you

feel like [application for which patch message is shown] has frozen
(e.g., hang) or crashed?” and “Over the past year, how frequently do
you feel like any application on your computer or your computer
itself crashed?” Both questions provide answer choices on a four
point scale: “Less than once a week”, “At least once a week but not
more than three times a week,” “At least three times a week but not
more than five times a week,” and “Five times a week or more.”

We also asked, “Over the past year, have you noticed that updat-
ing [application for which patch message is shown] changes how
frequently it freezes (e.g., hangs) or crashes? and “Over the past
year, have you noticed that updating [application] changes how
frequently any application on your computer or your computer
itself crashes?” These questions had the following answer choices:
“Yes, my computer crashes more after I update,” “Yes, my computer

Session 6D: Usable 1 CCS’18, October 15-19, 2018, Toronto, ON, Canada

1244



crashes less after I update,” and “No, updating [application] has no
impact on how frequently my computer crashes.”

General Tendency to Update.We assessed tendency to update
by asking respondents “In general, how quickly do you install
updates for applications on your computer or for your computer
itself (e.g., the computer operating system)?” with answer choices:
“As soon as I see the update prompt,” “Within a week of seeing the
prompt,” “Within a few weeks of seeing the prompt,” “Within a few
months of seeing the prompt,” “I don’t install updates that appear
on my computer,” and “I don’t know.” This question was constructed
to be similar to a question asked by Wash and Rader [68].

Statistical Modeling to Compare Effects of Relevant Factors.
To compare the effect of factors suggested by prior work as related
to people’s updating behavior between the survey and measure-
ment data, we construct ordinal logistic regression models, which
accommodate Likert outcome variables such as our measure of
update speed [45].

We construct one set of models to examine the detailed con-
structs; these models include all survey and measurement data for
the messages being considered. We also construct a second set of
models to examine the risk metrics, as these metrics were only
available in the measurement data for five of our 11 messages. We
refer to these as the detailed and risk models respectively.

To best isolate the effects of the individual constructs, we use
a hierarchical modeling approach. We construct a baseline model
and then add feature sets so we can examine their impact in isola-
tion [70]. For both detailed and risk model sets, our baseline models
contain a single feature: general tendency to update.2 We then add
sets of features to examine the constructs of interest. Specifically,
for the detailed constructs, we construct the following models:

• Across All Applications (Construct of Interest: Application)
– Baseline: General Tendency (ordinal DV, four-point scale)
– General Tendency and Application (categorical DV, Flash
is the baseline)

• Reader (Construct of Interest: Cost)
– Baseline: General Tendency
– General Tendency and Cost (boolean DV, whether the
message mentioned a Restart)

• Flash (Constructs of Interest: Length, Security)
– Baseline: General Tendency
– General Tendency and Length (continuous DV, number of
words)

– General Tendency and Security-Only (booleanDV,whether
the message mentioned anything other than security)

– General Tendency, Length, Security-Only: constructed to
control for covariance between length and security-only

For the risk model set, we construct models across all applica-
tions. The baseline model for each consists of general tendency
to update, and for the survey data, sample source. The risk model
for each consists of the four risk factors: frequency of system and
application crashes (ordinal DVs) and existence of an increase in
system crashes and application crashes post-update (boolean DVs),
and controls for general tendency to update and application.

2To further address RQ3 and control for sample effects, we also include survey sample
source as a factor in the survey models.

2009 Flash

2010 Flash

2011 Flash

As Soon As Seen Within a Week Within a Few Weeks Within a Few Months

2010 Reader

2012 Reader

2010 Opera

2012 Opera

2011 Firefox

Proportion of Machines (Measurement)
0% 25% 50% 75% 100%

Flash

Reader

Opera
Firefox

Figure 2: Measurement update speed by year and applica-
tion.

To ensure model validity, we performed backward AIC selection
on the baseline model in each case (retaining the baseline factors
in all cases). For each model we report the log-adjusted regression
coefficients, known colloquially as odds ratios (O.R.s), and indicate
significance (p-values < 0.05). To further examine RQ3, we include
the sample source (MTurk or SSI) as a factor in all of our survey
regression models.

5 DATASET COMPARABILITY AND
LIMITATIONS

We next discuss threats to validity related to our datasets and ex-
perimental approach.

Sampling. The majority of WINE hosts are located in the United
States. For consistency, we sample only U.S. survey respondents
and include only U.S. WINE hosts in our analysis. Additionally, we
recruited only survey respondents who use Windows devices, as all
WINE hosts are Windows. Finally, we conduct our modeling using
only those survey respondents who reported using antivirus soft-
ware, in order to closely mirror the measurement data (eliminates
416 respondents).

Differences in Timing. One crucial confounding factor in our
analysis is the difference in time between when the measurement
and survey data were collected. The measurement data available
from Symantec was collected from 2009 to 2013, while the survey
data was collected in 2018. We attempt to quantify the importance
of this time delay by investigating how time affects each dataset.

To understand how updating frequency in the real world has
changed over time, we tested the effect of time in measurement
data. The effect is significant, but of small size (X 2=72412, p <
0.001, V=0.181). Additionally, although time is a significant factor,
the effects are not in a consistent direction for each application
(Figure 2): Opera is updated significantly faster in 2012 than in
2010, while Reader is updated slower in 2012 than in 2010; Flash is
updated slower in 2010 than in 2009 and faster in 2011 than in 2010.
Given the inconsistencies in these time biases, we do not suspect
that time will create systematic biases in our results.

To evaluate whether self-reports about updating frequency have
changed over time, we compared our results with the oldest work
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with comparable data [68]. Wash and Rader conducted a census-
representative survey of 2000 people, in which they asked respon-
dents to report their general updating frequency, also on a five-point
Likert scale. Using a Mann-Whitney U test, standard for Likert scale
data [34], we find no significant difference in updating frequencies
between their results and our survey.

Thus, while time confounds are possible,we hypothesize that
they are unlikely to be so significant as to invalidate our results.
Taking into account that real-world data of the size and quality
provided by WINE is rarely available, we argue that our analysis
can provide many valuable insights despite this potential confound.

Machines vs. Users. The measurement data measures machines,
while our survey data measures users. For our analysis, we assume
that there exists a one-to-one mapping in the measurement data
between machine and user, but it is of course possible that one
user manages multiple machines. Although we cannot determine
how many of these cases may exist, we believe the effect of this
should be relatively minimal given the large size of our dataset.
Additionally, it is possible that some hosts in the measurement
data are not personal computers, but rather corporate-managed
machines. However, machines managed by large organizations
typically use an enterprise Symantec product and therefore are not
recorded byWINE. The percentage of corporate managed machines
not using the enterprise software is anticipated to be quite low [43].

Self-Report Biases. As is typical of survey studies, self-report
methodologies have a number of biases and limitations. For exam-
ple, social-desirability bias, where people report what they think
will make them seem most responsible or socially desirable [31].
However, it is important to note that in this study, we wanted specif-
ically to compare the survey results, which are inherently biased in
some ways, with the measurement data, which is inherently biased
in other ways. We apply best practices for extensively pre-testing
our survey, randomizing answer choices, and placing demographic
questions last. Biases which are not mitigated by these steps are
therefore a key aspect of our results.

Generalizability. Finally, our work has three potential threats to
generalizability. First, we sample only antivirus users. However,
as antivirus users are estimated to make up at least 83% of the
online population [52], and it is unlikely to be able to draw a truly
random sample of log data, we consider this population to cover the
population of internet users relatively well. Second, we examine
only software updating behavior. As such, we can indeed only
hypothesize about similar bias effects in other security behaviors.
We opt to provide detailed, in-depth analysis of a single behavior
rather thanmore cursory analysis ofmultiple behaviors; this follows
the approach of nearly all prior work in survey methodology, which
tends to consider one behavior (e.g., smoking) at a time to enable
thorough analysis. Third and finally, automatic updates have been
growing in adoption since the time when our measurement data
was collected. However, automatic updates may still offer users
a choice to delay and require user-controlled application restarts.
Thus, users still must make time-related software update choices,
even if they may not have the option to chose whether to update.

Comparison X 2 p-value

RQ
1 Measurement vs. Survey 103630 < 0.001

RQ
2 Omnibus: Measurement vs. S: Self vs. S:Friend 103730 < 0.001

Measurement vs. S: Friend 103310 < 0.001
Measurement vs. S: Self 102850 < 0.001

Table 3: X 2 tests comparing the speed of updating reported
in the surveys (S) with the speed of updating observed in the
measurement data (WINE).

6 RESULTS
Below, we detail our findings by research question.

6.1 RQ1–3: Speed, Framing, and Sampling
We start by examining self-report biases in estimating update speed.

RQ1: Updating Speed.. To obtain an overall comparison between
survey and measurement data, we compare the full survey dataset
(which consists of responses from both the MTurk and SSI survey
samples, across both framing conditions) with the measurement
data. We find a significant difference (X 2 = 103630, p < 0.001)
between the combined survey responses and the measurement
data: the median update speed in the survey data is “Within a week”
(Likert value 2), while the median speed in the measurement data
is “Within a few weeks” (Likert value 3).

RQ2: Survey Framing.. To examine the effect of the survey fram-
ing, we separately compare the friend and self conditions (described
in Section 4.1) to each other and to the measurement data. (This
comparison also combines both sample sources.) We find significant
and consistent differences in outcomes between our two survey
framings (Table 3): median update speed in the Friend condition is
“Immediately” (Likert value 1), compared to a median of “Within
a Week” (Likert value 2) in the Self condition and “Within a Few
Weeks” (Likert value 3) in the measurement data.

RQ3: Sample Comparison. We also compare update speeds by
survey sample. We find a significant difference between update
speeds reported in the MTurk sample and those reported in the SSI
sample (X 2 = 1256.3, p < 0.001). SSI respondents report a median
update speed of “Immediately” (Likert value 1) compared to MTurk
respondents who report a median speed of “Within a Week” (Likert
value 2). Finally, the effect of the survey framing on the survey
results for both samples is significant (MTurk: X 2=40.19, p < 0.001;
SSI: X 2=16.5, p = 0.009).

Summary: systematic over-reporting of update speed in sur-
veys; survey framing matters. Figure 3 summarizes the results
of our comparison of updating speeds reported in the two different
survey framing conditions (friend vs. self) and samples (MTurk vs.
SSI) against the measurement data. Overall, we find that survey
respondents systematically report faster update speeds compared
to the measurement data, and this bias is affected by survey framing.
Finally, we observe reporting speed differences between the two
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Figure 3: Comparison of self-reported update speeds by
framing condition (left, full survey dataset) and survey
source (right, per source over both framing conditions) to
the measurement data.
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Figure 4: General tendency to update vs. update speed for a
specific message in the survey (top) and measurement (bot-
tom) data.

survey samples: Perhaps surprisingly, the responses of the MTurk
participants are somewhat closer to the measurement data than are
those of the census-representative participants.

6.2 RQ4: Factors Affecting Update Speed
Next we examined the impact of various factors that prior work sug-
gests may affect update speeds. To do so, we construct hierarchical
regression models on both the survey and measurement datasets to
compare variables of interest while controlling for other potentially
relevant factors, as described in Section 4.2. In interest of brevity,
we summarize the results here, and include in Appendix D.1 tables
of regression results for all models constructed.

We detail our results by factor: general tendency to update, crash
risk, and then the four message features. Finally, we review sample
effects related to these factors (RQ3).

6.2.1 General Tendency to Update. In regressionmodels for both
the measurement and survey data, we find a significant relation-
ship between general tendency to update and update speed for
all applications. People who typically update more quickly, or re-
port typically updating more quickly, are also more likely to report
updating (or actually update) a given application faster. This is
illustrated in Figure 4). This significant relationship holds in every
model we test, for survey and measurement, both for the full dataset
and for individual applications. However, the effect is larger in the
survey data than in the measurement data: the odds ratios (O.R.s)
for the survey models average 5.85 (SD=0.834), compared to 1.55
(SD=0.220) for the measurement data.

Summary: General tendency to update is significant in both
datasets, but the effect is larger for survey data. In sum, we
observe that we would draw similar conclusions about general
tendency to update being an important covariate from either the
survey or the measurement data, but the effect sizes in the survey
data are consistently larger than those in the measurement data.

6.2.2 Risk. We consider four risk metrics: average frequency
of system and application crashes, and increases in system and
application crashes after updating. In the measurement data, we
observe mixed results regarding the relationship of these risk met-
rics to updating speed, finding a lack of consistency in which risk
metrics, if any, are related to updating behavior; especially when
controlling for other covariates. The relationship between prior
negative experiences and updating speed was previously unstudied
in measurement data.

In regression models controlling for general tendency to update
and for the application being updated, we find in the measure-
ment data that more frequent system crashes are associated with
slower updating speeds (O.R.=1.03, p = 0.005), while increased
crashes after prior updates are associated with faster updating
speeds (O.R.=0.89, p = 0.026). These effects are fairly small. In con-
trast, in the survey data, none of the risk metrics show a significant
relationship to updating speed.

To see if the discrepancy in results may have been caused by
issues of respondent quality, we reconstruct our survey regression
models using a smaller dataset of only “high-quality” survey re-
sponses. We borrow this approach from Fahl et al., who found that
user study data more closely matched real-world data when filtering
out low-quality responses [16]. In our context, we define low-quality
responses as those who gave nonsensical answers: those who cited
lack of restart as a reason to install an update message, but who
saw a message did in fact require a restart (and reciprocally, those
who cited needing to restart as a reason not to update, but who
saw a message that did not require a restart) and those who cited
like or dislike of features as a reason for installing, or not installing,
but who in fact saw a message that mentioned only security (see
Appendix D.2 for more detail). Examining the regression models
built on this “filtered” survey dataset (n=981), we find significant
effects, in the same directions as in the measurement data, albeit
with larger O.R.s: perceived average number of system crashes (O.R.
= 1.76, p = 0.044) and perceived change in crashes of the given ap-
plication (O.R. = 0.53, p = 0.440) are related to self-reported update
speed.

Summary: Risk effects replicated in survey data after filter-
ing. In sum, we observe a small but significant relationship between
update speed in response to a particular message and crash risk fac-
tors in the measurement data. After filtering for respondent quality,
we observe a similar effect in the survey data.

6.2.3 Message Features. We compare the effects of four features
related to the message text: the application being updated, the cost
of installing the update (whether it requires a restart), the length
of the update message, and whether the message mentions only
security or also other features or stability enhancements.
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Application.To examine the effect of the application on our results,
we construct models over the full dataset, with application as a
covariate. We find that the application is significantly related to
the speed of updating in both the survey and the measurement
data. The regression results for the measurement data show that
Flash is updated more slowly as compared to Firefox (O.R.=0.66,
p < 0.001) and Adobe Reader (O.R.=0.63, p < 0.001), and much
more slowly than Opera (O.R.=0.29, p < 0.001). In the survey data,
the overall effect is slightly smaller, but still significant: Firefox and
Reader are have faster reported update speeds than Flash (O.R. =
0.82, p = 0.048; O.R.=0.81, p = 0.007). The survey model shows no
significant result for Opera, however.

Cost: Reader. To examine the effect of mentioning a restart re-
quirement (implicitly suggesting a time or effort “cost” to the user)
in update messages, we compare two Adobe Reader messages. We
find that the message that mentions a required restart is updated
more slowly in the measurement data than the message that does
not mention such a cost (O.R. = 0.53, p < 0.001 in a regression
model controlling for general tendency). In the survey results, this
effect is not mirrored.

Length: Flash.We compare the six Flash update messages to ex-
amine the impact of message length. In the update data, message
length has a significant, albeit small effect on update speed: he
length of the update message is significant both in the model that
controls only for general tendency (O.R.=0.98, p < 0.001) and the
model that also controls for mentioning security only (O.R.=0.93,
p < 0.001); there are no significant effects in the survey data.3

Mentions Only Security: Flash. Finally, the measurement data
shows that users who saw one of the Flash messages that only
mentioned security vs. mentioning security and features or stability
improvements updated faster, even when controlling for the user’s
typical update frequency (O.R. = 3.33, p < 0.001) and typical update
frequency as well as message length (O.R. =4.54, p < 0.001). The
survey data does not mirror this effect.

Filtering Respondents and Internal Consistency. We recon-
structed each of the above models for message features using only
the filtered subset of high-quality respondents (as described in Sec-
tion 6.2.2 above. This approach did not produce any improvements
in matching significant effects seen in measurement data.

To further investigate, we examined the internal consistency of
the survey responses: how well users’ responses about why they
would (not) choose to install or recommend an update matched the
actual properties of the messages they saw. Appendix D.3 details
this answer-choice consistency mapping and results in table format.

We find that for the most part, reasons for updating that men-
tioned specific message properties were unrelated to the actual
properties of the assigned message. Specifically, self-reports about
update motivation related to a new version having features the
user would want were not related to whether the update message

3We could not control for the other message feature, restart, because no Flash messages
mentioned a restart requirement.

Why: No Restart (Cost)

Why Not: Restart (Cost)

Why: Features (Security)

Why Not: Features (Security)

Number of Respondents
0% 25% 50% 75% 100%

Match Mis-Match

Figure 5: Comparison of the internal consistency of survey
responses related to two of the three message features.

mentioned features in addition to security (X 2=4.72, p = 0.067).
Similarly, reports about not wanting to update because of the new
version having features the user would not want were also not
related to whether the update message mentioned features in ad-
dition to security (X 2=0.050, p = 0.823) Reports of not wanting to
update because of needing to restart or because of time constraints
(e.g., costs) were not related to the update message mentioning a
restart (X 2=0.917, p = 0.384). On the other hand, participants who
reported wanting to install or recommend an update because it
looked fast or did not require a restart were more likely to have
seen a message that did not mention a restart (X 2=6.39, p = 0.024).
Figure 5 summarizes these results.

The application being updated, however, seems to bemore salient
than other message properties. Reporting that you would update be-
cause the given application was important (X 2=38.2, p < 0.001), or
would not update (X 2=11.8, p = 0.019) because it was unimportant
both varied significantly based on the queried application.

RQ3: Survey Sample Effects. We note that all survey regression
models controlled for sample source. When looking at the full
dataset, the baseline model shows no effect from sample source,
but controlling for application type shows that MTurk respondents
updated significantly more slowly (OR=1.30, p < 0.001) than SSI
respondents. This effect is also seen in the Flash-only models.

Summary: Survey respondents inattentive to most message
features. Overall, we observe small but significant effects in the
measurement data for all message-related factors. However, we only
observe application-related effects — not more detailed message-
related effects — in the survey data. Internal consistency checks
suggest that this may relate to survey respondents not noticing
these specific details in the update messages.

7 DISCUSSION AND TAKEAWAYS
Below, we summarize our results, review our findings in context
of prior work on updating behavior, and address implications for
future use of survey studies in digital security.

7.1 Summary of Results
Overall, we find that surveys appear to closely mirror the measure-
ment data, albeit with systematic biases, for our general constructs
(response to a given updating message, general tendency to update,
and —with dataset filtering — risk metrics) and for the most general
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of our detailed constructs (application), but not for our detailed con-
structs related to message text (mentioning only security, message
length, and mentioning a restart requirement).

We identify consistent biases between the measurement and self-
report data for intended update speed overall, as well as the effect
of general updating tendency on updating speed. In both cases, the
survey data produces results that are more extreme: survey respon-
dents are over-optimistic about how quickly they would update in
response to an update message, and the survey results show a larger
effect from general update tendency than the measurement results.
After filtering the dataset to remove inattentive respondents, we
observe similar, but again larger, effects from the two risk factors
that are significant in the measurement data.

In sum, survey respondents over-report “good behavior” com-
pared tomeasurement data, and recommend this behavior to friends
even more strongly. Understanding this systematic “do as I say, not
as I do” effect, which may be an extension of social desirability
bias, or optimism bias – in which people think they are better than
their friends (and therefore need less help) – can help to properly
interpret survey results.

In contrast, we find no similarities between the survey results
and the measurement results for any “detailed” feature except ap-
plication. Filtering does not improve these results. We hypothesize
that this is because respondents are less attentive and more in-
consistent in their perceptions of message details than for general
constructs. This hypothesis is supported by our finding that there
is low internal consistency in the survey reports about these partic-
ular features. Further, we note that the internal consistency results
for the “general constructs” are contrastingly high: For example, re-
porting that you would update an application because you “always
update” or that you would not because you “rarely update” were
both significantly related to the user’s later, self-reported general
tendency to update (always update: X 2=141.2, p < 0.001; rarely
update: X 2=7.77, p = 0.042).

We offer two possible hypotheses for these results: (a) survey
respondents may be exhibiting “satisficing” behavior – a well stud-
ied phenomenon in survey response in which respondents pick the
minimum acceptable answer, without paying close enough atten-
tion to surface the true answer [30], and/or (b) the salience of such
factors in reality cannot be replicated in a survey – for example,
respondents are already being paid for their time, so the cost of
reading a longer message may not matter to them.

Finally, we investigate the impact of the sample source (census-
representative web panel vs. crowdsourced) on the relation between
self-report data and measurement data. We find that crowd- sourced
responses, which are cheaper and easier to obtain, are also a some-
what better match for the measurement data. Sample source effects
are significant for updating speeds, but have less effect on results
related to construct effects.These results complement prior results
comparing samples within survey data [27, 53, 58], which suggest
tech-savviness may matter more than demographics for security
and privacy user studies.

7.2 Replication and Contrast with Prior Work
on Updating Behavior

Our findings offer replication of the plethora of prior work on
software updating, enriching the current body of knowledge on
user patching delay, which can inform the increasingly relevant
issue of restart delay for automatic updates [36].

Our results showing that people systematically report that they
would recommend a friend update faster than they would intend to
update themselves, suggest that people know they should update
their devices. Additionally, ourwork largely replicates findings from
prior self-report and measurement studies that risk, cost, message
and application factors all affect update speed.

Risk. Our work is the first measurement study to evaluate the
effect of risk — defined as prior negative experiences with crashing
and as typical frequency of system and application crashing — on
updating speed. We find a relatively small effect for frequency of
system crashes in the measurement data, and no effect for the
other two message features. Thus, we do not fully replicate strong
findings regarding negative experiences from prior work [36, 67].
This may be due to a mismatch between our measurement of risk
and users’ perceptions of it.

Cost. Our findings complement prior findings from measure-
ment studies, which suggested that the size of the update message
was a cost that slowed updating speeds; we conclude that restarts
are also a cost that deter users [21].

Message & Application Factors. Our measurement results
confirm findings from prior self-report work [37, 62, 66] that the
application affects updating speed. Additionally, we confirm results
from prior qualitative studies that longer messages slow updating
speed [38]. We complement findings from prior work that suggest
security-related messages may be updated especially quickly [37,
66], finding that, when comparing amongst messages that all men-
tion security, those that mention only security are updated 3 − 5×
as fast as those that mention security and features or stability en-
hancement. We hypothesize that our self-report results may not
match this prior work because qualitative studies address general
experiences, and may also overcome inattention problems.

Our measurement results on these features contrast with prior
measurement results, which suggested that updating speed was
related only to general updating tendency. Our models that also
include message attributes fit the measurement data significantly
better (log-likelihood test of model fit on Flash dataset: p < 0.001)
than our baseline model, which, like the Sarabi et al. single factor
model, contains only general updating tendency.

General Tendency to Update. Finally, we find a consistent
effect between general tendency to update and speed of applying
a new update. This finding replicates prior results suggesting that
users anchor to typical behavior [25, 40, 46, 50, 56, 68], and is among
the strongest effects we observe.

7.3 Moving Forward with Security User Studies
Our results imply that we should consider security user studies in
terms of the types of constructs they evaluate.

Filter andWeight SurveyData forGeneral Constructs.Our
findings for general constructs align with prior work on password
behavior, another general construct, showing that filtering out low
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quality responses can produce more consistent matching between
user study and observation data [16]. Additionally, the fact that
the survey and measurement data in our study find the same sig-
nificant effects for general constructs suggests that insights from
such studies may be meaningful in the field. Because these effects
are systematically larger in the survey data, it may be possible in
future work to produce a statistical weighting procedure [5] to
correct for the systematic bias in effects observed in survey data,
assuming our results are replicated for other behaviors. Alternative
survey approaches, such as list experiments [10], can also help to
compensate for these biases.

Consider Alternate Methodologies for Studying Detailed
Constructs.While the application effects observed in the measure-
ment data were replicated in the filtered survey data, the effects
were smaller than in the measurement data, and none of the effects
for the other detailed constructs were replicated. These inconsisten-
cies align with findings from prior work showing inconsistencies
between survey results and real-world behavior [2], and may ex-
plain why prior work based on survey results has suggested using
rather extreme variants [6] to attract user attention. In concert,
these findings suggest that capturing user attention in surveys — at
least attention for message details — may be more difficult than in
real life. Thus, we suggest that future work explore new survey de-
signs that attempt to improve attention capture, such as employing
more interviewer-facilitated studies. Researchers can also look to-
ward using A/B tests, field observations, or lab-observation hybrids
such as the Security Behavior Observatory or Phone Lab [20, 42].

Future User Studies on the Validity of Security Measure-
ment. Finally, our work lays a foundation for future user studies
exploring the consistency of security measurements. Future work
in this direction may include user studies similar to ours, which
may seek to vary the choice of sample (e.g., exploring Prolific as
an alternative to MTurk) and survey questions and constructs mea-
sured.
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A SURVEY QUESTIONNAIRE
• Condition: Self
– Q1S: Imagine that you see the message below appear on
your computer. [image of update message] Would you
install the update?
∗ Yes, the first time I saw this message.
∗ Yes, within a week of seeing this message.
∗ Yes, within a few weeks of seeing this message.
∗ Yes, within a few months of seeing this message.
∗ No.
∗ I don’t know.

– Q2S: What would make you want to install this update?
[multiple selection, optional]
∗ I always install updates (Mapping: General Tendency)
∗ I trust this software company (Mapping: Application)
∗ The features seem like something I would want (Map-
ping: Features / Security-Only)

∗ I wasn’t satisfied with the current version
∗ The current version was broken
∗ It was a security related update
∗ I use this software frequently, so keeping it updated is
important (Mapping: Application)

∗ Previous updates that I have installed for this software
made the software or my computer crash less (Mapping:
Risk)

∗ I don’t have to restart to install this update (Mapping:
Cost)

∗ It seemed like it wouldn’t take very long to complete
this update (Mapping: Cost)

∗ Other: [text entry]
– Q3S:Whatwouldmake you notwant to install this update?
[multiple selection, optional]
∗ I rarely install updates (Mapping: General Tendency)
∗ I wouldn’t have time (Mapping: Cost)
∗ I wouldn’t want to restart (Mapping: Cost)
∗ I wouldn’t want to lose stuff while updating (Mapping:
Risk)

∗ It looked like it would be disruptive
∗ This update didn’t seem important
∗ The update was not related to security
∗ I do not use this software frequently, so keeping it up-
dated is not important (Mapping: Application)

∗ I wouldn’t want the features it would add (Mapping:
Features / Security-Only)
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∗ I’m satisfied with the current version
∗ The update might make the application harder to use
(Mapping: Risk)

∗ I don’t trust this software company (Mapping: Applica-
tion)

∗ Too many updates for this software
∗ The software or my computer crashed more after I have
updated in the past (Mapping: Risk)

∗ I have had trouble updating this application in the past
(Mapping: Risk)

∗ I would worry about compatibility issues (Mapping:
Risk)

∗ I wouldn’t want to lose stuff while updating (Mapping:
Risk)

∗ Other: [text entry]
• Condition: Friend
– Q1F: Imagine that a friend or relative sees the message
below on their computer and calls you for advice. What
would you tell them?
∗ Install the update immediately.
∗ Install the update sometime this week.
∗ Install the update within a few weeks.
∗ Install the update within a few months.
∗ Don’t install the update
∗ I don’t know

– Q2F: What would make you tell your friend to install this
update? [multiple selection, optional]
∗ I always install updates
∗ I trust this software company
∗ The features seem like something they would want
∗ They weren’t satisfied with the current version
∗ The current version was broken
∗ It was a security related update
∗ They use this software frequently, so keeping it updated
is important

∗ Previous updates that they have installed for this soft-
ware made the software or their computer crash less

∗ They don’t have to restart to install this update
∗ It seemed like it wouldn’t take very long to complete
this update

∗ Other: [text entry]
– Q3F: What would make you not recommend that your
friend install this update? [multiple selection, optional]
∗ I don’t install updates
∗ They wouldn’t have time
∗ They wouldn’t want to restart
∗ They wouldn’t want to lose stuff while updating
∗ It looked like it would be disruptive
∗ This update didn’t seem important
∗ The update was not related to security
∗ They do not use this software frequently, so keeping it
updated is not important

∗ They wouldn’t want the features it would add
∗ They are satisfied with the current version
∗ The update might make the application harder to use
∗ I don’t trust this software company
∗ Too many updates for this software

∗ The software or their computer crashed more after they
have updated in the past

∗ They have had trouble updating this application in the
past

∗ I would worry about compatibility issues
∗ They wouldn’t want to lose stuff while updating
∗ Other: [text entry]

The order of [Q4-7], Q8, and Q9 was randomized.
• Q4: Over the past year, how frequently do you feel like [ap-
plication] has frozen (e.g., hung) or crashed?
– Less than once a week
– At least once a week but not more than three times a week
– At least three times a week but not more than five times a
week

– Five times a week or more
• Q5: Over the past year, have you noticed that updating [ap-
plication] changes how frequently it freezes (e.g., hangs) or
crashes?
– Yes, it crashes more after I update.
– Yes, it crashes less after I update.
– No, updating [application] has no impact on how fre-
quently it crashes.

• Q6: Over the past year, how frequently do you feel like
any application on your computer or your computer itself
crashed?
– Less than once a week
– At least once a week but not more than three times a week
– At least three times a week but not more than five times a
week

– Five times a week or more
• Q7: Over the past year, have you noticed that updating [ap-
plication] changes how frequently any application on your
computer or your computer itself crashes?
– Yes, my computer crashes more after I update.
– Yes, my computer crashes less after I update.
– No, updating [application] has no impact on how fre-
quently my computer crashes.

• Q8: In general, how quickly do you install updates for appli-
cations on your computer or for your computer itself (e.g.,
the computer operating system)?
– As soon as I see the update prompt.
– Within a week of seeing the prompt.
– Within a few weeks of seeing the prompt.
– Within a few months of seeing the prompt.
– I don’t install updates that appear on my computer.
– I don’t know.

• Q9: Do you use any of the following software on your home
or work computer? [Multiple answer]
– ANorton software product (for example, NortonAntiVirus,
Norton Family Premier, Norton Mobile Security, Norton
Small Business)

– A Symantec software product (for example, Symantec
AntiVirus, Symantec Endpoint Protection)

– Another anti-virus software (for example, McAfee An-
tivirus Plus, Kaspersky AntiVirus, Bitdefender Antivirus
Plus)

– None of the above
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– I Don’t Know

B UPDATE MESSAGES
Figure 6 shows all 11 update messages. Crash data is available
for 5 versions: Adobe Reader 9.5.1.283 (Figure 6b), Flash Player
10.3.181.14 (Figure 6g), Flash Player 11.0.1.152 (Figure 6h), Firefox
8.0.1.4341 (Figure 6i) and Opera 11.64.1403.0 (Figure 6k).

C SURVEY DEMOGRAPHICS
We have demographics only for the SSI participants as our surveys
were conducted in a privacy preserving manner and participant
demographicswere not collected in the survey directly. SSI produces
aggregated reports on sample demographics; AMT does not. Table 4
presents a comparison of the SSI sample demographics with the
U.S. Census [1].

Metric SSI Census Metric SSI Census

Male 49.7% 48.2% H.S. or below 40.7% 41.3%
Female 50.3% 51.8% Some college 22.2% 31.0%

B.S. or above 37.1% 27.7%

Caucasian 67.5% 65.8% 18-29 years 29.6% 20.9%
Hispanic 9.1% 15% 30-49 years 39% 34.7%

African American 12.2% 11.5% 50-64 years 27.8% 26.0%
Other 11.2% 7.6% 65+ years 3.1% 18.4%

<$20k 19.6% 32%
$20k-$40k 23.6% 19%
$40k-$75k 28.6% 18%
$75k-$100k 11.8% 11%
$100k-$150k 11.8% 12%

$150k+ 4.5% 8%

Table 4: Demographics of the 455 respondents in the SSI sam-
ple compared to U.S. Census demographics [1].

D ADDITIONAL ANALYSIS
D.1 RQ4: Regression Models
Table 5 presents the results for the hierarchical regression modeling
conducted using a dataset containing observations or responses to
all eleven messages; these models do not include any risk metrics,

as this risk data was only available for the five update messages
released in 2011 or 2012. Table 7 presents the results for the risk-
related modeling, conducted using only data pertaining to the five
update messages with risk metrics available.

D.2 Survey Filtering
We mapped the answer choices for the second and third survey
questions, which queried why respondents would and would not
want to update in response to the given message. This mapping is
indicated in Appendix A above. In line with the approach of Fahl
et al., who filtered out survey respondents who self-reported not
answering their survey honestly, we filter out respondent’s who’s
answers to Q2 and Q3 are clearly illogical: that is we remove (1)
any respondents who noted that they would not install the update
shown because it required a restart, but the update message they
saw explicitly stated that it did not require a restart, (2) any re-
spondents who indicated that they would install the update shown
because it did not require a restart, but in fact saw an update mes-
sage that stated that it did require a restart, (3) any respondent who
noted that they would not install the update because it contained
features they did not want, but who saw an update message that
mentioned only security and no other enhancements, and (4) any
respondent who noted that they would install an update because it
contained features they would want, but who saw a message that
mentioned security and no other enhancements. This filtering re-
sults in a dataset consisting of 981 respondents (44% of the original
2,092): 749 (43% of the original) from MTurk and 232 (51% of the
original) from SSI.

D.3 Survey Internal Consistency
In addition to filtering the dataset, we also checked for internal con-
sistency more broadly by testing for independence (X 2, corrected
with Holm-Bonferonni procedure) between responses to Q2 and
Q3 and: the actual message features (for security-only, cost, and
application) or later responses to Q4-8 (risk and general tendency).
Internally consistent responses should not be independent (i.e.,
should produce a significant X 2 independence test result). Table 6
shows our results.
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Comparison X 2 p-value

D
et
ai
le
d
Co

ns
tr
uc
ts Cost Why: Low cost | Message: Restart 6.39 0.024*

Why Not: High cost | Message: Restart 0.917 0.384

Security / Features Why: Features | Security-Only: Restart 4.72 0.067
Why Not: Features | Security-Only 0.050 0.823

Application Why: Application | Application 38.2 <0.001*
Why Not: Application | Application 11.8 0.019*

G
en
er
al
Co

ns
tr
uc
ts

General Tendency Why: Always Update | General Tendency 141.2 <0.001*
Why Not: Rarely Update | General Tendency 7.77 0.042*

Risk

Why: Risk | Sys. Crash. Freq. 15.6 0.005*
Why: Risk | Sys. Crash. More 4.95 0.040*
Why: Risk | App. Crash. Freq. 15.5 0.005*
Why: Risk | App. Crash. More 5.56 0.401
Why Not: Risk | Sys. Crash. Freq. 3.09 0.031*
Why Not: Risk | Sys. Crash. More 17.3 <0.001*
Why Not: Risk | App. Crash. Freq. 10.5 0.028*
Why Not: Risk | App. Crash. More 7.59 0.0166*

Table 6: X 2 tests comparing respondent’s reported reasons
for updating with the true message features or their later
survey responses.

Factor Full
Baseline Risk

Measurement Survey Survey: F Measurement Survey Survey: F

Gen. Tendency 1.56* 4.69* 4.36* 1.54 * 4.75* 4.82*

Risk: Sys. Crash Freq. 1.03* 0.82 1.76*
Risk: Sys. Crash More 1.00 0.87 1.09
Risk: App. Crash Freq. 1.00 1.14 1.37
Risk: App. Crash More 0.89* 1.06 0.53*

Application: Firefox 0.66* 0.74* 0.72
Application: Opera 0.29* 1.02 1.22
Application: Reader 0.63* 0.72* 0.64*

Sample: MTurk – 1.37 1.17 – 1.06 1.10

n 41,551 749 480 41,551 749 480

Table 7: Table of hierarchical regression models for risk fac-
tors in the dataset containing the five messages for which
these features are available; p-values significant at alpha =
0.05 are marked with *. Survey: F is the filtered survey data.
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(a) Adobe Reader 9.3.2.163 (b) Adobe Reader 9.5.1.283 (crash data avail-
able)

(c) Flash Player 10.0.22.87

(d) Flash Player 10.0.45.2 (e) Flash Player 10.1.53.64 (f) Flash Player 10.2.152.26

(g) Flash Player 10.3.181.14 (crash data avail-
able)

(h) Flash Player 11.0.1.152 (crash data avail-
able)

(i) Firefox 8.0.1.4341 (crash data available)

(j) Opera 10.61.2484.0 (k) Opera 11.64.1403.0 (crash data available)

Figure 6: Update Messages
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